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Disclaimer 

 

This presentation is an overview of UK MOD sponsored 

research and is released for informational purposes only. The 

contents of this presentation should not be interpreted as 

representing the views of the UK MOD, nor should it be 

assumed that they reflect any current or future UK MOD policy. 

The information contained in this presentation cannot 

supersede any statutory or contractual requirements or 

liabilities and is offered without prejudice or commitment. 



Intent 

• Interested in a wide variety of 

Autonomous Systems, e.g., 

self-driving vehicles, image-

based medical diagnostics 

• Typically, but not always, based 

on AI implemented using ML 

based techniques; these are the 

main focus of this presentation 
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• Assurance is a logical, 

structured argument supported 

by evidence 

• Supported by standards, which 

document RGP, as recognised 

by the community (developers, 

regulators, etc) 
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The assurance of Autonomous Systems so 

that they can be safely used with confidence 

AI - Artificial Intelligence 

ML - Machine Learning 

RGP - Recognised Good Practice 



Approach 
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General standardisation 

efforts related to AS 

Academia, industry and 

government research 

AS - Autonomous Systems 

SCSC - Safety-Critical Systems 

Club 

E.g., DO-178C 

E.g., SCSC-153 

Current approaches to 

safety-critical software 
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• Standards are tricky: have to be "accepted"; they should not lag too far behind 

technology; but they should not change too frequently or too dramatically 

[1] 

[2] 
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[3] Problem Structure 



Problem Structure 
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Data Management 

Model Learning 

Model Verification 

Model Deployment 

Personal, anecdotal view on 

relative research efforts per stage 

We need to cover all four stages; but some appear 

to be much more "interesting" than others 



Requirements 
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[https://xkcd.com/1838/] 

Requirements Requirements 

Traceable, 

hierarchical 

decomposition 

Code 

Data 
 

Training 

Code 

Traditional AI / ML 

Requirements are 

difficult! 

AI - Artificial Intelligence 

ML - Machine Learning 

[4] 



Requirements 

UK OFFICIAL 
© Crown copyright 2019 Dstl 

06 September 2019 

There is often (but 

not always) a 

difference between 

safety requirements 

of real-world 

interest and safety 

requirements 

considered in 

academic papers 

Real-World 

• Class X will never be misclassified 

as Class Y 

• There are no neighbouring inputs 

where one is Class X and the other 

is Class Y 

Academic Papers 

• There are no adversarial inputs in an 

Lp ball around a training sample 



Requirements 
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Requirements 

Data 
 

Training 

Code 

In AI / ML system-level requirements 

are closely linked to training data 

AI - Artificial Intelligence 

HLR - High-Level Requirement 

ML - Machine Learning 

[5] 



Data Management 
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• Data Safety is an issue in all safety-

related systems, as demonstrated by 

a number of historical accidents and 

incidents 

• Consequently, system safety needs to 

consider software, hardware and data 

as first-class citizens 

• The close link between requirements 

and training data means this is even 

more important for AI / ML approaches 
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AI - Artificial Intelligence 

ML - Machine Learning 

[6] 



Data Management 

UK OFFICIAL 
© Crown copyright 2019 Dstl 

06 September 2019 

Space Domain Description (e.g., for Facial Recognition) 

I Input  
Input parameters of software 

implementation (e.g., 256 x 256 x UINT8) 

O Operational 
Expected inputs when used in intended 

operational domain (e.g., images of faces) 

F Failure 
Inputs associated with failures elsewhere in 

the system (e.g., black pixels) 

A Adversarial 
Inputs associated with deliberate attacks by 

an adversary 

When thinking about completeness, it is helpful to consider four, 

related, domains; each needs to be covered appropriately 

[3] 



Data Management 
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Training Sample 

Operational Input 
• We need to monitor inputs seen during operational 

use and compare them with the training data 

• Distribution shift compares distributions; so we 

need some (often lots of) operational inputs before 

we can use a statistical analysis to make a decision 

• A distribution shift indicates that we should not expect 

to achieve the same level of performance as we 

observed during the development process 

• Comparatively, there is a lot of work on distribution 

shift; but important questions remain, e.g., when is a 

shift significant (MNIST 6s)? 

[7], [8] 



Data Management 
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• We need to monitor inputs seen during operational 

use and compare them with the training data 

• Determining whether an operational input is within 

the support of the training data is an input-by-input 

decision 

• To decide this we may need to know: bounds of 

training data; a distance metric; and whether there 

are any large holes in the training data 

• Comparatively, there seems to be little work on this 

question: how would you answer it for the three 

points shown to the right? 

Training Sample 

Operational Input 

 
 

 

[9], [10] 



 

 

 

 

 

 

 

• Loss function is important; "always 

healthy" looks very good for this data 

Model Learning 

• Oversimplifying things, model 

learning is about optimisation 

• Choice of hyper-parameters, 

including model structure and 

training options, affect what 

can be learnt and how fast 

• We need to detect and 

protect against "typical" 

errors, e.g., overfitting 
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Outcome 

Judgements 

Model Prediction 

Healthy Disease 

A
c
tu

a
l 

Healthy OK Bad 

Disease Very Bad OK 

Training 

Samples 
9900 100 



System 

Model Learning 
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• Assurance argument needs 

to cover all aspects, not just 

those directly controlled by 

the development team 

• Open-source frameworks 

are important; we cannot 

sandbox these and carefully 

control inputs and outputs 

• Pre-trained models, are 

also important; likewise, so 

are pre-prepared data sets 

SOUP - Software Of Uncertain 

Provenance 

SOUP 

• Checking for mistakes is one 

thing, looking for deliberate 

hostile acts is another 
[11] 
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Model Learning 

• Demonstrating that the 

simulation is a suitable 

representation is a significant 

challenge 

• Many examples of "reward 

hacking" where training exploits 

loopholes in the simulation 
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• Reinforcement Learning often 

makes use of simulation 

• This is also applicable for other 

types of ML, e.g., to generate 

synthetic data (Data 

Management) or to estimate 

model performance (Model 

Verification) 

• In these stages, simulation 

replaces things that might be too 

costly, or too dangerous, to 

conduct in the real world 

[12] 



Model Verification 
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Requirements are encoded in the data set; part of this bypasses 

the development team (Model Learning) and goes straight to an 

independent verification team (Model Verification) 



Model Verification 

• Coverage is an important consideration; it shows 

(roughly) how much of the software's potential 

behaviour has been exposed during verification 

• Traditional software testing supplements coverage of 

requirements with notions like statement, branch and 

MC/DC coverage 

• Equivalent notions are being suggested, especially for 

DNNs, but there is little empirical evidence that are 

meaningful and some suggestions they are not 
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DNN - Deep Neural Network 

MC/DC - Modified Condition / 

Decision Coverage 

Good coverage measures, with theoretical 

and empirical justification, are not available 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[13] 
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Model Verification 

UK OFFICIAL 
© Crown copyright 2019 Dstl 

06 September 2019 

Local Explainability 

• About how the model 

responds to a single input 

• Lots of good progress in this 

area; e.g., we can build a 

simple, explainable-by-design 

model around the input 

Global Explainability 

• About how the model 

responds to classes of input, 

or the entire input domain 

• Cannot be achieved by 

repeated local explainability 

• Could restrict ourselves to 

explainable-by-design models 

• But, generally speaking, this 

is an open challenge 

[14] 



Model Deployment 
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• Architectures facilitate model 

deployment into systems 

• Different architectures allow us to 

place greater, or lesser, reliance 

on the ML-based model 

ML - Machine Learning 



Model Deployment 

• We need to think about how we 

update the model, e.g., when is a 

safe time? how do we handle 

failed updates?  
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• We need to monitor sub-system 

health, e.g., of things that provide 

inputs to the model 

• And, also health of the model itself 
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Sensor 

Sensor 

Sensor 

Architecture 

(including ML-based 

model) 

Actuator 

Actuator 

Monitor Analysis, Plan Execute 

 

 
 

  

 



(Multiple) Model Deployment 
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Suppose you are 

responsible for a world-wide 

collection of data centres 

Would you run each data 

centre at exactly the same 

software version level? 

UK OFFICIAL 

[15] 



(Multiple) Model Deployment 
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Suppose you are 

responsible for a world-wide 

collection of data centres 

Would you run each data 

centre at exactly the same 

software version level? 

Suppose you are 

responsible for a multiple-

engine aircraft 

Would you run each 

engine at exactly the same 

software version level? 

Difference between these cases informs 

fleet-level diversity considerations 

UK OFFICIAL 

[15] 



(Multiple) Model Deployment 
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Fleet-Level Diversity 

Emergent 

n-Approach 

Development 

On-line 

Learning 

Engineered 

Asynchronous 

Updates 

(Planned) 

Asynchronous 

Updates 

(Unplanned) 

Fleet-level diversity may be engineered, or it may emerge; 

regardless it needs to be monitored and controlled appropriately 

UK OFFICIAL 

[15] 



Closing Thoughts 

• There is lots of good work, but 

this is heavily focused on limited 

parts of the problem 

• Areas that would benefit from 

greater consideration include: 

Requirements; Data;  

Frameworks; Simulation; 

Coverage; Global Explainability; 

Multiple Deployments 
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• Assurance is a necessary 

enabler for practical use of 

Autonomous Systems that 

exploit AI developed using ML 

techniques 

• This should be based on a 

structured argument, informed 

by RGP and supported by 

evidence 
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AI - Artificial Intelligence 

ML - Machine Learning 

RGP - Recognised Good Practice 
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