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Motivation

Large labelled
 (pixel-wise) datasets

Very good performance 
in many tasks
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Motivation

Pixel-wise annotation is a 
time-consuming task…
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Potential solutions

What can we do to address 
the lack of large labeled 

datasets?

Weakly 
supervised 

learning Semi-supervised 
learning

Few-shot 
learning

Unsupervised 
learning
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Data-driven priors (cues) 

Image tags

• Pathak et al., Constrained convolutional neural networks for weakly supervised segmentation, ICCV 2015
• Kervadec et al., Constrained-CNN losses for weakly supervised segmentation, MedIA 2019.

Image tags
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Weakly supervised 
learning



Data-driven priors (cues) 

Image tags

Bounding boxes

Image tags Bounding 
boxes

• Pathak et al., Constrained convolutional neural networks for weakly supervised segmentation, ICCV 2015
• Kervadec et al., Constrained-CNN losses for weakly supervised segmentation, MedIA 2019.
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Data-driven priors (cues) 

Image tags

Bounding boxes

Image tags Bounding 
boxes

Scribbles

Scribbles

• Pathak et al., Constrained convolutional neural networks for weakly supervised segmentation, ICCV 2015
• Kervadec et al., Constrained-CNN losses for weakly supervised segmentation, MedIA 2019.

8



Data-driven priors (cues) 

Image tags

Bounding boxes

Image tags Bounding 
boxes

Scribbles

Scribbles

Points

Points

• Pathak et al., Constrained convolutional neural networks for weakly supervised segmentation, ICCV 2015
• Kervadec et al., Constrained-CNN losses for weakly supervised segmentation, MedIA 2019.
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Anatomical priors Partial labeled data
(exploit target relationships)

What about priors in the 
medical domain?
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Knowledge-driven priors 



From global cues to pixel labels

Image tags Bounding 
boxes

Scribbles Points
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Constrained optimization (CNN) 
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Optimize (A)

Constrained optimization (CNN) 

such that  (B)
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Let’s assume we know 
the target size (A)



Optimize (A)

Constrained optimization (CNN) 

such that  (B)

Unconstrained problem
(penalties to the rescue!)
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Let’s assume we know 
the target size (A)
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Equality constraints A=B

General definition

Constraint



22

Equality constraints A=B

General definition

Constraint

Penalty
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Equality constraints A=B

General definition

Constraint

Penalty

This can be modeled with 
linear/quadratic penalties, 

KL divergence, etc



CNN predictions

Prior size knowledge
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Inequality constraints A<B, 
A>B,

B1 < A < B2B1
B2



CNN predictions

Prior size knowledge

Smaller
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Inequality constraints A<B, 
A>B,

B1 < A < B2B1
B2



CNN predictions Larger

Prior size knowledge

Smaller
26

Inequality constraints

B1
B2



CNN predictionsSmaller Larger

Prior size knowledge
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Inequality constraints

B1
B2



Inequality constraints
Size loss

[Kervadec et al, MedIA’19]
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Inequality constraints
Size loss

[Kervadec et al, MedIA’19]
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Inequality constraints

Formal definition

Inequality constraint

Size loss
[Kervadec et al, MedIA’19]
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Inequality constraints

Formal definition
Size loss

[Kervadec et al, MedIA’19]
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Inequality constraints

Formal definition

CE on the labeled pixels (if any)

Size loss
[Kervadec et al, MedIA’19]
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Inequality constraints

Formal definition

CE on the labeled pixels (if any)

Size loss
[Kervadec et al, MedIA’19]
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Inequality constraints
Size loss

[Kervadec et al, MedIA’19]Visual intuition
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Inequality constraints
Size loss

[Kervadec et al, MedIA’19]



36

Inequality constraints
Source-free Domain Adaptation

[Bateson et al., MICCAI’20]
 
 

KL divergence

Bateson et al., Source-Relaxed Domain Adaptation for Image Segmentation. MICCAI’20 



Source-free: no access to source data when adapting

Bateson et al., Source-Relaxed Domain Adaptation for Image Segmentation. MICCAI’20 

Inequality constraints

KL divergence
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Source-free: no access to source data when adapting

Minimize entropy on predicted 
TARGET pixels

Inequality constraints

KL divergence

38Bateson et al., Source-Relaxed Domain Adaptation for Image Segmentation. MICCAI’20 
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Source-free: no access to source data when adapting

Minimize entropy on predicted 
TARGET pixels Size regularizer

Estimated size by an auxiliary 
network trained on the source

Computed size from the 
segmentation of the target image

Inequality constraints

KL divergence

39Bateson et al., Source-Relaxed Domain Adaptation for Image Segmentation. MICCAI’20 



But we can do more than simply the size
 
 

[Kervadec et al., Beyond pixel-wise supervision for segmentation: A few global shape descriptors might be surprisingly good!. MIDL’21] 40

Shape moment

Central moment

Inequality constraints

L2 Penalty

Shape descriptors
[Kervadec et al, MIDL’21]



But we can do more than simply the size
 
 

[Kervadec et al., Beyond pixel-wise supervision for segmentation: A few global shape descriptors might be surprisingly good!. MIDL’21]

From shape and central moment

Volume
 
 

Centroid
 
 

Length
 
 

Laplacian

Inequality constraints

L2 Penalty
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Shape descriptors
[Kervadec et al, MIDL’21]



Few-shot learning

Setting
Training on base classes  
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Few-shot learning

Setting
Training on base classes  

Few-shot tasks at testing time  

Learn from a few examples per new class  
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Few-shot learning

Setting
Training on base classes  

Few-shot tasks at testing time  

Learn from a few examples per new class  Classify  these  
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Few-shot learning

Literature

Create artificial 
episodes for episodic 
training
(Learn initial model)

Vinyal et al, (Neurips ‘16),
Snell et al,  (Neurips ‘17), 
Sung et al,  (CVPR ‘ 18),
Finn et al,  (ICML‘ 17),
Ravi et al,  (ICLR‘ 17),
Lee et al,  (CVPR‘ 19),
Hu et al, (ICLR  ‘20),
Ye et al, (CVPR  ‘20), . . .
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Few-shot learning

Literature

 

[Chen et al., ICLR’19]
 [Tian et al., ECCV’20]

[Dhillon et al., ICLR’20]
[Ziko et al., ICML’20]

 [Boudiaf et al., NeurIPS’20],
 [Veilleux et al., NeurIPS’21],…
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Few-shot learning

Classification

1) Standard training on the base classes to get an initial model

TIM
[Boudiaf et al, NeurIPS’20]
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Few-shot learning

Classification

1) Standard training on the base classes to get an initial model

2) During adaptation:

TIM
[Boudiaf et al, NeurIPS’20]
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Few-shot learning

Classification

1) Standard training on the base classes to get an initial model
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Few-shot learning

Classification

1) Standard training on the base classes to get an initial model

2) During adaptation:

TIM
[Boudiaf et al, NeurIPS’20]
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On test (query) samples



Few-shot learning

Classification

1) Standard training on the base classes to get an initial model

2) During adaptation:

TIM
[Boudiaf et al, NeurIPS’20]
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Problem if only the 
entropy is minimized! 



Few-shot learning

Classification

1) Standard training on the base classes to get an initial model

2) During adaptation:

TIM
[Boudiaf et al, NeurIPS’20]
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Few-shot learning

Classification
TIM

[Boudiaf et al, NeurIPS’20]
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No meta-learning



Few-shot learning

Segmentation
RePRI

[Boudiaf et al, CVPR’21]
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* The initial model is trained over the base classes following 
standard segmentation training (i.e., CE )



Few-shot learning

Segmentation
RePRI

[Boudiaf et al, CVPR’21]
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* The initial model is trained over the base classes following 
standard segmentation training (i.e., CE )



Few-shot learning

Segmentation
RePRI

[Boudiaf et al, CVPR’21]
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* The initial model is trained over the base classes following 
standard segmentation training (i.e., CE )



Few-shot learning

Segmentation
RePRI

[Boudiaf et al, CVPR’21]
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* The initial model is trained over the base classes following 
standard segmentation training (i.e., CE )

Prior proportion



Unified view
(Based on InfoMax)
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Label marginal Posteriors



Unified view
(Based on InfoMax)
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Label marginal

TIM [Boudiaf et al, NeurIPS’20]

uniform



Unified view
(Based on InfoMax)
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Label marginal

RePRI [Boudiaf et al, CVPR’21]
AdaEnt [Bateson et al., MICCAI’20]

prior



Unified view
(Based on InfoMax)
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Label marginal

Size loss [Kervadec et al, MedIA’19]
Shape descriptors [Kervadec et al., MIDL’21]

prior

Relax to inequality constraints



Unified view
(Based on InfoMax)
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But there are more!!

Weakly supervised segmentation
Size loss [Kervadec et al, MedIA’19]

Shape descriptors [Kervadec et al., MIDL’21]

Few-shot learning
TIM [Boudiaf et al, NeurIPS’20]
RePRI [Boudiaf et al., CVPR’21]

Unsupervised Domain adaptation
AdaEnt [Bateson et al, MICCAI’19]



Unified view
(Based on InfoMax)
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But there are more!!

Weakly supervised segmentation
Size loss [Kervadec et al, MedIA’19]

Shape descriptors [Kervadec et al., MIDL’21]

Few-shot learning
TIM [Boudiaf et al, NeurIPS’20]
RePRI [Boudiaf et al., CVPR’21]

Unsupervised Domain adaptation
AdaEnt [Bateson et al, MICCAI’19]

Generalized Few-shot segmentation
DiAM [Hajimiri et al, CVPR’23]

Mixed-supervised segmentation
[Dolz et al, IPMI’21]
[Liu et al, MedIA’22]

Generalized class discovery
MiB [Chiaroni et al, Arxiv’22]



Other research topics
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Unsupervised anomaly segmentation

Silva-Rodriguez et al, BMVC’21
Silva-Rodriguez et al, MedIA’22



Other research topics
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Unsupervised anomaly segmentation

Silva-Rodriguez et al, BMVC’21
Silva-Rodriguez et al, MedIA’22

Calibrating neural networks

 MbLS [Liu et al, CVPR’22]
 CALS [Liu et al, CVPR’23]

MEEP [Larrazabal et al, MICCAI’23]
[Murugesan et al, MedIA’23]
[Murugesan et al, Arxiv’23]



Other research topics
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Data harmonization

Harmonizing-Flows [Beizaee et al, IPMI’23] 



Other research topics
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Foundation models

Silva-Rodriguez et al, Arxiv’23



Take-home message

● The lack of labeled data open the door for many interesting challenges

● Leveraging prior domain knowledge (in the form of constraints, or others 

methods) can further improve the discriminative performance.

● Few constraints have been explored under low-labeled data regime

● Room for improvement (many opportunities beyond weakly and few-shot 

supervised segmentation) 
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A big thank to my collaborators!
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Prompted text in Dall-E: ‘an image with the text 'I am hiring', with a realistic bear holding a beer

I am hiring!


