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Computer Science lab:
Count words in a (small) text collection

Do you:
A Open files sequentially and do a manual count
B Use shell scripting
C Write a Perl/Python/... program
D Prompt chatGPT to write a Python program
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Daily life:
Go to Roissy Charles de Gaulle from campus

Do you:
A Walk
B Take RER B all the way
C Drive
D Catch a plane at Orly
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Summary

Evaluation should cover
quality + impactS
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Evaluation in NLP is designed to foster reproducibility
Shared tasks: task definition, annotated dataset, metrics

NTCIR 2023 task: information extraction from social media

Annotated corpus in 4 languages

Raithel L, Yeh HS, Yada S, Grouin C, Lavergne T, Névéol A, Paroubek P, Thomas P, Nishiyama T,
Möller S, Aramaki E, Matsumoto Y, Roller R, Zweigenbaum P. A Dataset for Pharmacovigilance in
German, French, and Japanese: Annotating Adverse Drug Reactions across Languages. LREC-COLING
2024. 2024:395-414
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Sample results on a "language understanding" task

Touvron H, Lavril T, Izacard G, Martinet X, Lachaux MA, Lacroix T, Rozière B, Goyal N, Hambro E,
Azhar F, Rodriguez A, Joulin A, Grave E, Lample G. 2023. LLaMA: Open and Efficient Foundation
Language Models https://ar5iv.labs.arxiv.org/html/2302.13971
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Is there a baseline ?

Zaghir J, Naguib M, Bjelogrlic M, Névéol A, Tannier X, Lovis C. Prompt engineering paradigms for
medical applications: scoping review and recommendations for better practices JMIR. 2024;26:e60501
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Which task(s) are evaluated?
I There are many "benchmarks" out there

I Are all the tasks relevant in aggregated collections ?

Illustration: P. Langlais
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Sociology research shows that users are actors
example of transfer (déplacement)

source source

⇒ we cannot predict all of the uses of a tool

Slide credit: K. Fort

Akrich, M. (2006). Sociologie de la traduction : Textes fondateurs, chapitre - Les utilisateurs, acteurs
de l’innovation. Presses des Mines.
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https://madame.lefigaro.fr/beaute/comment-bien-choisir-son-seche-cheveux-010115-1070
https://www.lesfruitsdeterre.fr/comment-decoller-des-tuyaux-en-pvc-en-toute-securite-avec-un-seche-cheveux/


Evaluation is more than a measure of task performance

Illustration: adapted from F. Ducel
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Five sources of bias in Natural Language Processing

Hovy D, Prabhumoye S. (2021). Five sources of bias in natural language processing. Language and
Linguistics Compass, e12432. https://doi.org/10.1111/lnc3.12432
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Bias in research design

Problem statement:
How to best use an LLM for my problem?
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AFNOR Specification for "Frugal AI"
31 recommendations including

I AI solutions should be as
efficient as possible

I Benefits of using an AI
system rather than another
solution are shown

I Uses and needs are intended
to remain within planetary
boundaries

source

Slide credit: A. Bugeau and A-L Ligozat
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https://www.ekitia.fr/actualites/referentiel-general-pour-lia-frugale/


Measuring the environnemental impact of a language model
Need to account for:
I life-cycle of models: training, fine-tuning, distillation,

inference, ...
I hardware equipment
I life-cyle of hardware

figure adapted from J Combaz and A-L Ligozat
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Review of 85 publications to identify
6 tools for CO2 impact measurement

I Online tools
1. Green Algorithms
2. ML CO2 Impact

I Python toolkits
2’. Code Carbon
3. Energy Usage
4. Experiment Impact Tracker
5. Carbon Tracker
6. Cumulator

+ MLCA https://github.com/blubrom/MLCA
+ Ecologits https://ecologits.ai

Bannour N, Ghannay S, Névéol A, Ligozat AL. Evaluating the carbon footprint of NLP methods: a
survey and analysis of existing tools. ACL Workshop SustainNLP 2021:11-21
Morand C, Névéol A, Ligozat AL. MLCA: a tool for Machine Learning Life Cycle Assessment. ICT4S
2024
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Features of measurement tools

Feature online toolkit
direct measure X X∼
estimation X X
asynchronous X X
comparison on same hardware ∼ X
easy to install X ∼
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What is the environemental impact of chatGPT?
Training

I Data is hard to find!
I OpenAI is estimated to have used 3,617 NVIDIA A100 HGX

GPUs for [90-100] days on Azure cloud for training chatGPT

http://calculator.green-algorithms.org/
https://semianalysis.com/2023/02/09/the-inference-cost-of-search-disruption/
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What is the environemental impact of chatGPT?
(and other models) - Usage

Luccioni S, Jernite Y, Strubell E. 2024. Power hungry processing: Watts driving the cost of ai
deployment?. Proc. ACM conference on fairness, accountability, and transparency (pp. 85-99).
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What does this impact mean?

I 718 T CO2 = yearly target impact for 359 people according to
Paris agreement

OpenAI report the use of 30 000 A100 GPUs for keeping its AI
up and running
(Jean Zay boasts 1,456 H100 GPUs and 416 A100 GPUs )
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What does this impact mean?
Water consumption on the rise

Using chatGPT to write a 100
word email or answer 10 queries
requires 500 ml water

source

Li P, Yang J, Islam MA, Ren S. (2023). Making AI Less “Thirsty”: Uncovering and Addressing the
Secret Water Footprint of AI Models arXiv.2304.03271
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https://savethe.ai/downloads/water_posters/SavetheAI-Water-posters-FR.pdf


What does this impact mean?
Energy consumption on the rise

Morand C, Névéol A, Ligozat AL. How Green Can AI Be? A Study of Trends in Machine Learning
Environmental Impacts. arXiv:2412.17376
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Can we trust these numbers?

I Hypothesis and approximations are needed
I However, looking at the big picture:

I Relative differences in impacts stand
I Impacts are high overall
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What can we do about it?

Ligozat AL. Luccioni S. 2021. A practical guide to quantifying carbon emissions for machine learning
researchers and practitioners
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Ten simple rules to make your computing more
environmentally sustainable

I Rule 1: Calculate the carbon footprint of your work
I Rule 2: Include the carbon footprint in your cost–benefit

analysis
I Rule 3: Keep, repair, and reuse devices to minimise electronic

waste
I Rule 9: Be aware of unanticipated consequences of improved

software efficiency

Lannelongue L, Grealey J, Bateman A, Inouye M (2021) Ten simple rules to make your computing more
environmentally sustainable. PLoS Comput Biol 17(9): e1009324.
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Take home messages

Evaluation should cover quality + impactS
⇒ Measure impacts

don’t fly from ORY to CDG
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